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ABSTRACT
AutoML and meta-learning are exciting and fast-growing research
directions to the research community in both academia and indus-
try. This tutorial is to disseminate and promote the recent research
achievements on AutoML and meta-learning as well as their poten-
tial applications for multimedia. Specifically, we will first advocate
novel, high-quality research findings and innovative solutions to the
challenging problems in AutoML and meta-learning. Then we will
discuss scenarios of multimedia where AutoML and meta-learning
serve as candidates for solutions. Finally, we will point out future
research directions on AutoML and meta-learning as well as their
potential new applications for multimedia.
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1 THEME AND TOPICS
AutoML and metal-learning have various applications in quite a
few areas of multimedia and they should be of interest to many
of the conference attendees ranging from students, researchers, to
practitioners. The tutorial is planned for half-day and its topic areas
include (but are not limited to) the following:

• The academic and industrial motivation
• Hyperparameter optimization for multimedia applications
• Neural architecture search and its applications in multimedia
• Meta-learning for multimedia
• Future directions

2 TARGET AUDIENCE AND PREREQUISITES
This tutorial will be highly accessible to the whole multimedia
community, including researchers, students and practitioners who
are interested in AutoML, meta-learning and their applications in
multimedia related tasks. The tutorial will be self-contained and
designed for introductory and intermediate audiences. No special
prerequisite knowledge is required to attend this tutorial.

3 TUTORIAL OVERVIEW
All the slides and our experiences in winning the second place in
NeuralIPS 2018 AutoML Competition will be shared with all the
audiences.
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3.1 Hyperparameter Optimization
Every machine learning system has hyperparameters. The choice
of the hyperparameters significantly affects the effectiveness of the
learning system. Especially in deep learning systems, there can be
tens of thousands of hyperparameters regarding neural architecture,
regularization and optimization. Finding suitable hyperparameters
often requires expert knowledge and sufficient experience in the
ML system, which prohibits the feasibility and efficiency of ML sys-
tem in real-world application fields. Hyperparameter Optimization
(HPO) aims to automatically select the optimal configurations of
hyperparameters. It can reduce the human effort and improve the
performance and reproducibility of the machine learning systems.

3.1.1 Model-free Methods. The most basic model-free HPO meth-
ods include grid search and random search. Population-based meth-
ods are another important branch of model-free HPO methods,
which include genetic algorithms, evolutionary algorithms, etc.
Model-free methods are usually simple for implementations and
free from specific assumptions on the machine learning system
being optimized.

3.1.2 Bayesian Optimization. Bayesian optimization (BO) is a state-
of-the-art framework for optimizing blackbox functions. It includes
a probabilistic model which is fitted to the observations, as well
as an acquisition function that determines the candidate optimal
hyperparameters by using the probabilistic model. Commonly used
probabilistic models include Gaussian processes (GP) and the Tree
Parzen Estimator (TPE). The most common choice of the acquisition
function is the expected improvement (EI). BO forms the basis of
several prominent AutoML frameworks, such as Auto-WEKA and
Auto-sklearn.

3.1.3 Bandit-Based Methods. In blackbox HPO methods such as
BO, the performance evaluation can be very expensive, especially
for large dataset sizes and complex models: each evaluation requires
an entire running procedure of the machine learning system being
optimized. To tackle this problem, bandit-based algorithms are pro-
posed to cut off the less promising configurations early and focus on
configurations that are expected to be optimal. Bandit-based HPO
methods are built based on the assumption that a small subset of
data is sufficient to indicate the final performance of the candidate
configurations. A simple yet powerful method is the successive
halving (SH). HyperBand further considers different trade-off be-
tween the total budget and the number of candidate configurations
to improve effectiveness of SH. BOHB combines Bayesian optimiza-
tion and HyperBand to improve anytime performance and final
performance simultaneously.

3.2 Neural Architecture Search
Deep learning methods are very successful in solving tasks in ma-
chine translation, image/speech recognition and reinforcement
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learning in general. Neural Architecture Search (NAS), the process
of automating architecture engineering, is important in automat-
ing machine learning. NAS can be seen as a subfield of AutoML
and has significant overlap with hyperparameter optimization and
meta-learning. The methods for NAS can be categorized accord-
ing to three dimensions: search space, optimization methods and
performance estimation strategy. The NAS part of this tutorial is
structured with respect to these three dimensions.

3.2.1 Search Space. The search space defines which architectures
can be represented in principle. The optimization problem of NAS is
often non-continuous and high-dimensional, which can be largely
simplified by a suitable choice of the search space since the size of
the search space can be reduced by incorporating prior knowledge
on the specific task.

3.2.2 Search Strategy. The search strategy is about the exploration
of the search space. There have been several different search strate-
gies for the exploration of the search space, such as reinforcement
learning, one-shot architecture search and evolutionary algorithms.

3.2.3 Performance Estimation Strategy. To guide the search process,
Performance Estimation Strategy is used to estimate this perfor-
mance of a given architecture. The simplest way is to perform a stan-
dard training and validation of the architecture on data. However,
it can consume thousands of GPU days for NAS to train each archi-
tecture from scratch, which is computationally expensive. Hence,
many methods have been proposed to reduce the cost of perfor-
mance estimations recently.

3.3 Meta-learning
Meta-learning refers to utilizing past experience from solving the
related tasks to facilite the task being solved. In meta-learning,
meta-data is collected to describe previous tasks and models. Then
the meta-data is utilized to guide the search for optimal models
for the new tasks. The meta-learning methods can be classified by
which kind of meta-data is used.

3.3.1 Learning from Meta-features. The learning tasks can be char-
acterized with various properties (i.e. meta-features) and repre-
sented by a vector. Then the task similarity can be measured by the
distance between the vectors. With this approach, information from
previous similar tasks can be transferred to the new task. Many
existing works also investigate the relation between the properties
of a task, its possible configurations and the corresponding utility.
In these works, meta-models are learned to capture the relation and
predict promising configurations on the specific tasks.

3.3.2 Learning from Previous Models. Transfer learning is a basic
method for utilizing the knowledge of previous models on related
tasks. In transfer learning, models are trained on source tasks and
used as the initializations on a similar target task. This general
framework can be fitted into a wide range of areas such as ker-
nel methods, Bayesian models, reinforcement learning and espe-
cially deep learning. Model-agnostic meta-learning (MAML) di-
rectly learns a model initialization that generalizes better to similar
tasks. It is especially suitable in few-shot learning scenarios where

the training examples in the task being solved are very limited. Rep-
tile accelerates MAML by replacing gradient steps with averaging
when updating the parameters of the general model.
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Wenwu Zhu is currently a Professor and the Vice Chair of the
Department of Computer Science and Technology at Tsinghua Uni-
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Wenwu Zhu is an AAAS Fellow, IEEE Fellow, SPIE Fellow, and
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has published over 300 referred papers in the areas of multimedia
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several high-quality research papers in top conferences including
ICML, MM, KDD, WWW, SIGIR etc. He is the recipient of 2017
China Postdoctoral innovative talents supporting program.
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Wenpeng Zhang obtained his Ph.D degree in machine learning
at Tsinghua University, China in 2018. He has published several
papers in top tier conferences and journals, including ICML, WWW,
KDD, TKDE etc. Now, his research interests lie in online learning,
Meta-learning and AutoML. He led the team Meta_Learners that
won the second place in the NeuralPS 2018 AutoML Competition.
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